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CFPB Outlines Options for Quality Control 
Standards for Automated Valuation Models  

Options Under Consideration Include a Nondiscrimination Quality 
Control Factor; Focus on Algorithmic Bias Not Limited to Automated 
Valuation Models 

SUMMARY 

On February 23, 2022, the Consumer Financial Protection Bureau outlined the options it is considering in 

connection with the future rulemaking on quality control standards for automated valuation models (“AVMs”) 

required under section 1473(q) of the Dodd Frank Wall Street Reform and Consumer Protection Act (the 

“Dodd-Frank Act”).1  AVMs are algorithmic computer models that apply complex mathematical formulas to 

property data—such as property characteristics, local market information, and price trends—drawn from 

various sources to estimate a home’s value.  In this memorandum, we focus on the CFPB’s possible 

inclusion of nondiscrimination quality control criteria in a future AVM rule and its related discussion of bias 

in algorithmic systems.  The inclusion of nondiscrimination criteria in a future AVM rule would be consistent 

with the federal government’s recent increased focus on discriminatory appraisal and valuation activities, 

including establishment of the Interagency Task Force on Property Appraisal and Valuation Equity 

(“PAVE”). 

The CFPB’s enforcement authority under section 1473(q) extends to non-depository institution participants 

in the appraisal market, including real estate credit companies and mortgage loan brokers, and their 

subsidiaries, so a CFPB AVM rule will most likely have the greatest effect on those entities.2  However, the 

CFPB’s outline should also be of interest to depository institutions for at least two reasons.  First, it 

articulates the CFPB’s view that nondiscrimination laws, as they may incorporate the disparate impact 

theory of discrimination, apply to algorithmic systems such as AVMs.  Algorithmic systems are increasingly 

used by depository institutions for a wide array of purposes, including not only mortgage origination and 

secondary market issuances, as contemplated by the AVM rule, but also a wider array of credit scoring and 
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rate setting purposes, as well as credit risk management, anti-money laundering risk management and 

fraud risk management purposes.3  In addition, the CFPB’s view may influence the views of bank regulators 

when evaluating the application of nondiscrimination laws to algorithmic systems.  Second, the CFPB is 

collaborating with the federal banking regulators on a future AVM rulemaking.4  Accordingly, the outline 

may foreshadow aspects of that future rulemaking, and feedback on the outline may inform the regulators’ 

views.5  Comments on the outline are requested from small entities by April 8, 2022,6 and from other 

stakeholders by May 13, 2022.   

BACKGROUND 

A home’s value may be determined in a variety of ways, with valuations serving several purposes.  When 

underwriting a residential mortgage, for example, lenders typically require an appraisal to estimate the 

home’s value.  An accurate estimate of the home’s worth is critical in ensuring that the consumer neither 

ends up borrowing more than the home is worth (which may occur if the home is overvalued) nor is denied 

access to credit that might otherwise be available (which may occur if the home is undervalued).  

Increasingly, AVMs are used to estimate home values, including in connection with the mortgage appraisal 

process.   

In section 1473(q) of the Dodd-Frank Act, Congress instructed the CFPB, the Board of Governors of the 

Federal Reserve System, the Office of the Comptroller of the Currency, the Federal Deposit Insurance 

Corporation, the National Credit Union Administration, and the Federal Housing Finance Agency to develop 

regulations establishing AVM quality control standards (the “AVM Rules”).  These standards must be 

designed to (1) ensure a high level of confidence in the estimates produced, (2) protect against the 

manipulation of data, (3) seek to avoid conflicts of interest, (4) require sample testing and reviews 

(collectively, the “First Four Factors”), and (5) account for any other such factors that the agencies tasked 

with developing the regulations deem appropriate.7  Authority to enforce the AVM Rules resides with the 

relevant primary federal supervisor for depository institutions and their federally regulated subsidiaries, and 

with the CFPB, the Federal Trade Commission, and State attorneys general for “other participants in the 

market for appraisals of 1-to-4 unit single family residential real estate.”8  The CFPB and the other agencies 

are collaborating on the development of the AVM Rules.   

Section 1473(q) defines “automated valuation model” as “any computerized model used by mortgage 

originators and secondary market issuers to determine the collateral worth of a mortgage secured by a 

consumer’s principal dwelling.”9  Much of the outline describes the ways the CFPB is considering defining 

the various elements of this definition.  The ultimate impact of the AVM Rules on both market participants 

and the CFPB’s goals will, of course, turn in large part on how those elements are defined.  However, this 

memorandum focuses on what is, in our view, a particularly notable aspect of the outline:  the potential 

imposition of nondiscrimination quality control criteria and the CFPB’s related discussion of bias in 

algorithmic systems.  
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NONDISCRIMINATION QUALITY CONTROL FACTOR 

In the outline, the CFPB acknowledges the potential advantages presented by AVMs, including the potential 

to reduce some types of discrimination—e.g., overt or intentional discrimination.  At the same time, the 

CFPB expresses concerns that algorithmic systems generally, including AVMs, present risk of 

discriminatory bias.  According to the outline, AVMs may reflect bias in their design and function or through 

the use of biased data.10  In the CFPB’s view, these biases may be hard to identify and address, including 

because algorithms may be highly complex and not easily understood or audited.  In addition, the CFPB 

cautions that algorithmic systems, including AVMs, may replicate historical patterns of discrimination or 

introduce new forms of discrimination because of the way a model is designed, implemented, and used—

e.g., if a model systematically over- or under-values properties in neighborhoods of color.11  As an example, 

the CFPB points to an algorithm used for determining hospital care that allocated Black patients less care 

than similarly situated White patients.12  According to the CFPB, this bias occurred because the algorithm 

used historical data about health costs as a proxy for heath needs, but did not take into account that unequal 

access to care meant that less money had been spent caring for Black patients than for White patients.13 

The outline states unequivocally that “algorithmic systems such as AVMs are subject to federal 

nondiscrimination laws, including the Equal Credit Opportunity Act (ECOA) and the Fair Housing Act 

(FHAct).”14  According to the CFPB, ECOA’s bar on discrimination extends to an AVM that uses a prohibited 

basis or proxy for a prohibited basis as an input in the model; it also extends to the use of an AVM that has 

an adverse impact on members of a protected class absent a legitimate business need or where that need 

could be reasonably achieved through alternative means that are less disparate in their impact.15  The 

CFPB indicates that the former could constitute evidence of disparate treatment in violation of ECOA, while 

the latter could constitute evidence of disparate impact in violation of ECOA.  Because algorithmic systems 

are subject to federal nondiscrimination laws, “[i]t is critical for AVM model risk to be mitigated with proper 

fair lending controls and governance.”16 

With a view toward mitigating potential fair lending risks the CFPB believes are presented by AVMs, and 

relying on its authority under section 1473(q) to establish AVM quality control standards designed to 

“account for any other such factor” that it deems appropriate, the CFPB is considering including an “AVM 

nondiscrimination quality control factor.”  Under this factor, referred to in the outline as the “Fifth Factor,” 

entities would be required to adopt policies and procedures specifically designed to mitigate fair lending 

risk in the use of AVMs—an obligation that the CFPB states would be independent of the preexisting (and 

continuing) obligation to comply with federal nondiscrimination requirements, including ECOA and the 

FHAct.17  According to the outline, the CFPB views this requirement as consistent with current fair lending 

guidance.18   

The CFPB is considering two alternative compliance approaches that it may propose if it does decide to 

specify a nondiscrimination quality control factor.  First, the CFPB is considering an approach that would 
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afford entities the flexibility to design the relevant fair lending policies, practices, and control systems in a 

manner that is tailored to their business models.19  Under this first compliance approach, controls would 

need to be commensurate with an institution’s risk exposures, size, and business activities, and the extent 

and complexity of its use of AVMs.20  Second, the CFPB is considering whether to propose prescriptive 

requirements for the nondiscrimination quality control factor.21  According to the outline, these requirements 

might address risks that lending decisions based on AVM outputs generate unlawful disparities by, for 

example, specifying methods of AVM development and providing AVM use cases.   

As an alternative to adopting nondiscrimination quality control requirements, the CFPB is considering 

whether compliance with applicable nondiscrimination laws with respect to AVMs is already encompassed 

within the First Four Factors; namely, the factors requiring a high level of confidence in the estimates 

produced by AVMs, protection against the manipulation of data, and random sample testing and reviews.22 

IMPLICATIONS 

Several recent studies have concluded that Black- and/or Latino-owned homes are often valued at levels 

substantially lower than comparable White-owned homes.23  The Biden administration has established as 

a priority the elimination of appraisal bias.  Shortly after President Biden’s inauguration, he issued a 

memorandum outlining the continued legacies of residential segregation and discrimination, including the 

undervaluation of properties owned by families of color, and announced an administration policy to eliminate 

racial bias and other forms of discrimination in all stages of home-buying.24  In furtherance of that policy, in 

June 2021, the administration launched the PAVE Interagency Task Force, “a first-of-its-kind interagency 

effort to address inequity in home appraisals.”25  In July 2021, the CFPB announced that it had prioritized 

resources to focus on the role of racial bias in home appraisals.26  The administration’s efforts coincided 

with a widely publicized incident in which the California home of a Black couple, Tenisha Tate-Austin and 

Paul Austin, was appraised for 50 percent less when presented as owned by the couple than when 

presented as owned by a White friend.27  The Austins subsequently filed suit against the appraiser and, in 

February 2022, the U.S. Department of Justice filed a statement of interest in the matter confirming that 

combatting bias in appraisals is a high priority across the federal government.28  Also in February 2022, the 

CFPB announced that it had “joined senior staff from across the federal government to submit a joint letter 

to [the Appraisal Foundation, which sets standards for appraisers,] emphasizing that federal prohibitions 

against discrimination under the [FHAct and ECOA] extend to appraisals.”29   

Given this focus on addressing discriminatory home appraisal and valuation activities, the CFPB’s potential 

specification of a nondiscrimination quality control factor for AVMs is not surprising.  This increased focus 

on valuations and related matters should prompt banks and other entities involved in home mortgage 

origination to consider taking a fresh look at and, if needed, modifying their fair lending risk assessment 

processes to ensure they encompass non-discriminatory home appraisal and valuation activities, including 

AVMs, whether conducted in-house, by an affiliate, or by a third-party provider.  If a bank’s processes 
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identify unaddressed fair lending risks involving AVMs, appropriate mitigating controls should be 

implemented.   

The CFPB’s outline is a preliminary step aimed at informing the CFPB’s AVM rulemaking efforts.  All 

potentially affected entities will have the opportunity to comment once the AVM Rules are proposed.  The 

CFPB is coordinating with the other specified agencies on the anticipated AVM Rules, and the CFPB’s 

outline may foreshadow matters those agencies are also considering.  The CFPB has invited small entities 

to provide feedback by April 8, 2022, and other stakeholders by May 13, 2022.  Beyond AVMs, the outline’s 

attention to potential bias in algorithms more generally is consistent with a long-standing priority of CFPB 

Director Rohit Chopra.30  Indeed, within days of confirmation, Director Chopra indicated that algorithmic 

bias would be a CFPB priority.31  Subsequently, the CFPB voiced concerns in its strategic plan “about the 

racial equity impacts from increased usage of data and algorithms in making decisions about people in 

financial markets”32 and encouraged tech workers who have knowledge of algorithmic bias to report it to 

the CFPB.33   

Larger banks typically employ algorithmic systems for a wide array of purposes, many of which are wholly 

unrelated to home appraisals or valuations.  For this reason, the CFPB’s statement in the outline that 

algorithmic systems in general are subject to federal nondiscrimination laws is also notable—even more so 

when coupled with the CFPB’s further indication that the disparate impact theory of discrimination extends 

to such systems.  We expect algorithmic bias to continue to be a focus of the CFPB in the coming months, 

including in examinations.  Moreover, we anticipate the CFPB will be on the lookout to bring enforcement 

actions showcasing this priority.  Accordingly, entities the CFPB supervises or that utilize services offered 

by such entities should consider taking a fresh look at their fair lending risk assessment processes to ensure 

they encompass any algorithmic systems the entity directly or indirectly employs that may implicate federal 

nondiscrimination laws.  Again, if processes identify unaddressed fair lending risks, appropriate mitigating 

controls should be implemented.   

* * * 
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